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Abstract 1 written by Romysaae Boudouassal: 

 

De Bruijn graph-based assembler depend on selecting an optimal k-mer size. The De 

Bruijn graph is a data structure used in genome assembly, where reads are divided 

into k-mer (substrings of length k). Nodes in the graph represent (k-1)mer, and edges 

represent k-mer present in the reads. The choice of k represents a trade-off between 

several effects that are critical to the quality of the assembly. However, there are 

currently no automated tools to determine the optimal k value and efficiently generate 

its abundance histogram. The paper presents a tool called KMERGENIE that estimates 

the optimal k-mer size for genome assembly quality. KMERGENIE provides a fast and 

accurate sampling method for building an approximate abundance histogram. The tool 

fits a generative model to each histogram to estimate the number of distinct genomic 

k-mer. It then selects the k value that maximizes the number of genomic k-mer for 

improved assembly quality. This tool was benchmarked using datasets from S.aureus, 

human chromosome 14, and B.impatiens, and the optimal k values were predicted. 

KMERGENIE can be integrated into assembly pipeline to choose k without user 

intervention, thereby simplifying sequencing data analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Abstract written by Lahem Asres Ioab:  

 

De Bruijn graph-based assemblers require k-mers to reconstruct genomes. First reads 

are split into k-mers, and the graph is then constructed with (k-1)-mers as nodes and 

k-mers present in the reads as edges. The size of k-mers represents a trade-off 

between several effects. However, there is a lack of tools to estimate the optimum k 

automatically and to efficiently generate its abundance histograms. Here we present 

KMERGENIE, a method designed to find the optimal value of k. KMERGENIE uses a 

sampling-based approach instead of a time-consuming exact counting approach 

implemented in other tools. It then chooses the value of k that gives the maximum 

number of genomic k-mers by fitting a generative abundance model to each histogram. 

To validate its accuracy, we compared the assemblies of different datasets using a k 

value chosen by KMERGENIE to other assemblies. Our results demonstrate that 

KMERGENIE selects an informed k-mer size that leads to a genome assembly with 

high NG50 and low error rate. We anticipate that this method can be integrated into 

assembly pipelines so that the choice of k can be made automatically without user 

intervention. The method of automatically choosing k from non-uniform coverage could 

be tested, and the accuracy of our statistical model can be improved, ensuring efficient 

and precise sequencing data analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Summary:  

The Paper titled “Informed and automated k-mer size selection for genome assembly” 

by Rayan Chikhi and Paul Medvedev, published in 2013, addresses a key challenge 

on estimating the optimum size of k-mer for assembling a genome using de Bruijn 

graph. The authors identified a lack of tools to estimate the optimum k and to efficiently 

generate its abundances histograms. Therefore, the research question was whether 

there is a method that automates this process and reduces the time-consuming 

parameter selection.  

To answer this question, they generated an abundance histogram for several assumed 

values of k using a sampling-based approach, reducing the computation time 

compared to counting algorithms. After building the abundance histograms, a 

generative model, that they adapted from Kelley et al. (2010), was fitted to each 

histogram, to evaluate the unique genomic k-mers. Ultimately the value of k that gives 

the maximum distinct genomic k-mers was chosen. The method was implemented in 

the tool KMERGENIE and tested on three datasets from the Genome Assembly Gold-

standard Evaluation (GAGE) datasets: S.aures (2.8 Mb), human chromosome 14 (88 

Mb) and B.impatiens (250 Mb) using seven potential k values ranging from 21 to 81. 

KMERGENIE predicted the optimal k values of 31, 71 and 51 respectively. The authors 

assembled each genome using the predicted optimal and other reasonable k values, 

evaluated the resulting assemblies based on contig NG50 length, assembly size and 

number of errors. KMERGENIE’s predictions yielded best assemblies for S.auereus 

and B.impatiens in terms of NG50 and size, while for human chr14, the selected k 

yielded lower NG50 and size but fewer errors. They then compared KMERGENIE to 

two methods: VelvetOptimizer(VO) and VelvetAdvisor. Unlike these tools, 

KMERGENIE is designed to select the optimal k-mer size while being faster and 

applicable on larger datasets. The number of distinct genomic K-mer correlated with 

assembly quality, but discrepancies at low k values and in heterozygous genomes 

revealed limitations in the model and assembler.  

Nevertheless, the Paper presented that KMERGENIE provides an effective and 

efficient way of selecting the optimal value of k despite acknowledging its limitations 

when sequencing coverage is non-uniform. In the future, the authors aim to work 

towards expanding the applicability of KMERGENIE and improving its accuracy. 



 

Key figure:  

 

Fig. 4. Relation of the number of distinct genomic k-mers to assembly quality. We show the results for the three 

datasets: S.aureus (left), chr14 (middle) and B.impatiens (right). We plot the number of distinct genomic k-mers 

predicted from the histogram from our model, the number present in the reference and the number present in the 

assembly. We also show the NG50 of the assembly 

Figure 4 shows the number of distinct genomic k-mers for the three datasets predicted 

by KMERGENIE, the reference and the assembly by Velvet and SOAPdenovo2 along 

with NG50 of the assembly. The number of distinct genomic k-mers in the assembly of 

S.aureus and chr14  closely resembles the numbers predicted by KMERGENIE, while 

for B.impatiens  shows variations to the KMERGENIE’s predictions. Despite this, the 

figure represents a correlation between the number of distinct genomic k-mers 

predicted and NG50 for all datasets. 

Overall, figure 4 assesses the tool presented in the paper, by showing that the  

predictions of KEMERGENIE lead to the best assemblies while also showing the 

limitations of KMERGENIE of overestimating the number of genomic k-mers when 

compared with the reference genome.  
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Abstract by Wanying Deng

Genome assembly is the process of reconstructing com-
plete genomes from DNA sequencing reads. While
long single-molecule sequencing (SMS) reads o!er im-
proved resolution over short-read data, assembling
repetitive genomic regions, especially complex segmen-
tal duplications (SDs), is still challenging. Traditional
assemblers (such as PacBio and ONT) often fail to
fully resolve these repeats, limiting assembly quality.
Previous methods struggle particularly with unbridged
repeats and mosaic repeat structures, which are com-
mon in large genomes like humans. The key problem
addressed by this study is how to improve the assembly
of complex, highly repetitive genomic regions, using
error-prone long reads. Here, the authors present
Flye, a novel long-read assembly algorithm, which
builds a repeat graph, and allowing it to resolve the
repeats. Flye produces more contiguous and accurate
assemblies compared to five state-of-the-art assemblers
(Canu, Falcon, HINGE, Miniasm, MaSuRCA), nearly
doubling the NGA50 for the human genome. Further-
more, Flye e!ectively reconstructs detailed mosaic SD
structures of repeats. These results suggest that in-
corporating repeat graph approaches into long-read
assembly has transformative potential, improving not
just basic assembly metrics but also enabling deeper
insights into genomic structures and variations. Flye’s
approach could significantly reduce the need for ad-
ditional finishing experiments and enhance studies of
genome evolution, disease, and structural variation. It
provides a major step forward in leveraging long-read
data for high-quality genome assemblies, paving the
way for more comprehensive and accurate genomic
research.
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Abstract by Dilara Sarach

Have we de-mystified repeat untangling in genome
assembly? Yes and no – short-read data relies on
tried-and-true approaches to reconstruct repetitive
regions as well as conceivably possible given the
inherent limitations in working with 300bp segments;
long-read data, while indispensable for better repeat
resolution, are a di!erent – and yet undefeated – beast.
Firstly, single-molecule sequencing reads fall short of
being tractable to the classic de Bruijn graph method
by one unfulfilled requirement – most k-mers in the
genome must be preserved in multiple reads. Secondly,
error-prone reads complicate the distinguishing of
repeat copies with divergence below 10%. Both
challenges torpedo attempts at resolving bridged and
unbridged repeats. Here we show that long-read
genome assembly can be significantly improved in
quality and runtime by exploiting one of its main
flaws – repeat copy variants. Counter-intuitively, we
assemble reads sloppily and concatenate the resulting
”disjointigs” arbitrarily, but arrive at a repeat graph
guaranteed to be same as if derived from the complete
genome. Finally, we use errors in repeats to find a
Eulerian tour trough the graph – an assembly that
is on par with or better than those produced by five
state-of-the-art assemblers. Our algorithm doubled
the contiguity of the human genome assembly. The
potential for improvement in genome reconstruction
seems far from exhausted, and our results show a
direction worth further exploring. Algorithms tackling
mosaic segmental duplications are needed; so are
approaches resolving repeats with divergence below
3%. Once achieved, these milestones could elevate
assembly contiguity, as measured by NGA50, by an
order of magnitude.
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Summary

Kolmogorov et al. address the
critical challenge of assembling
long, error-prone single-molecule

sequencing (SMS) reads, such as those pro-
duced by PacBio and Oxford Nanopore
Technologies (ONT), into accurate and con-
tiguous genome assemblies. A major bot-
tleneck in assembling such reads has been
the presence of repetitive and complex ge-
nomic regions, particularly segmental dupli-
cations (SDs) and unbridged repeats, which
often prevent standard assemblers from pro-
ducing complete or correct assemblies. The
study’s central research questions focus on
whether these technical limitations can be
overcome with new algorithmic approaches,
and whether it is possible to achieve high-
quality assemblies without relying on auxil-
iary data like Hi-C, optical maps, or mate-
pair libraries.

To address these challenges, the authors
introduce Flye, a novel long-read assem-
bler designed to handle the high error rates
of SMS reads and to resolve complex re-
peat structures. The Flye algorithm be-
gins by constructing disjointigs from the
raw reads. It then builds a repeat graph
and applies graph simplification and untan-
gling methods to resolve both bridged re-
peats and unbridged. Flye can also use
the subtle sequence di!erences between re-
peat copies, which allows it to disentangle
even highly similar unbridged repeats, what
traditional assemblers often struggle with.
This research benchmarked Flye on a diverse
set of genomes, including bacteria, yeast,
worms, humans, and complex metagenomic
datasets, comparing its performance to es-
tablished assemblers such as Canu, Falcon,
HINGE, Miniasm, and MaSuRCA.

The results show that Flye consistently
outperforms competitors in terms of both
accuracy and contiguity. Notably, Flye pro-
duced higher NGA50 values in large and
complex genomes, indicating more contigu-
ous assemblies that are closer to the refer-
ence. Moreover, Flye’s runtime was signifi-
cantly faster, sometimes by an order of mag-
nitude, making it both e"cient and scal-
able. It demonstrates that Flye can re-
solve previously inaccessible regions of the
human genome, such as mosaic segmental
duplications, which are known to play cru-
cial roles in genome evolution and disease.
It is concluded that Flye marks a significant
advancement in long-read genome assembly.

A key figure in the paper, Figure 4, illus-
trates how Flye resolves mosaic segmental
duplications in the human genome. Panel
(a) illustrates a specific example of a mo-
saic SD of complexity 7, where long repeti-
tive segments are connected across multiple
chromosomes. Panel (b) presents the over-
all statistics of SD length and complexity,
comparing results quantitatively before and
after resolving repeats with standard and
ultra-long ONT reads. We consider Figure
4 a key figure because it visually demon-
strates the major advantage of ultra-long
reads: they enable the resolution of complex
and previously unresolved genomic duplica-
tions, which are critical for accurate genome
assembly and for matching the reference hu-
man genome. This figure underscores Flye’s
capability to resolve genomic complexities
that are otherwise challenging or impossible
with standard sequencing methods.
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Aktuelle Themen der Sequenzanalyse BRAKER3

Abstract 1

Gene prediction in eukaryotic genomes is still a difficult task. Many genomes differ in the quality and amount
of available data, making it hard to create accurate annotations. Previous tools like BRAKER1 and BRAKER2
could use either RNA-seq or protein data, but not both simultaneously. Some newer technologies try to enhance
gene prediction by combining various kinds of data. However, there is still no easy and fully automatic tool that
can use both RNA-seq and protein data to give precise gene predictions. Here we show that BRAKER3, a
pipeline that runs GeneMark-ETP and AUGUSTUS for gene prediction and then uses TSEBRA to select the
best transcripts with joint extrinsic evidence, enables accurate genome annotation. BRAKER3 performs more
effectively than prior tools such as MAKER2, Funannotate and FINDER. It finds genes and transcripts more
correctly, with F1-scores up to 20% higher. Although BRAKER3 is slower than some other tools, it works well
even with large genomes and big protein databases. These results indicate that BRAKER3 is an effective tool
for large genome studies such as the Earth BioGenome Project. The pipeline is provided as a Docker container
for easy deployment, making it accessible for a wide range of users. This makes BRAKER3 a useful option not
only for scientists working on genome research, but also for substantial genome projects that need fast and
accurate results.

Abstract 2

Accurate gene annotation is essential for understanding the biological functions encoded in genomes, as well
as for supporting research in many areas of the life sciences. As genome sequencing becomes faster and more
affordable, the demand for accurate and highly automated annotation tools continues to increase. Gene anno-
tation can be supported by both intrinsic and extrinsic evidence. Intrinsic evidence is based on computational
models and statistical features of the genome sequence itself, while extrinsic evidence includes external data
sources such as transcriptome data or known protein sequences. The previous annotation tools BRAKER1
and BRAKER2 use either RNA-seq data or protein data as evidence, but not a combination of both. Here we
present BREAKER3, a new gene annotation tool for eukaryotic genomes, which integrates GeneMark-ETP,
continues the annotation with AUGUSTUS, and combines the results with TSEBRA. With GeneMark-ETP, it
is now possible to use both RNA-seq and protein data to improve annotation accuracy compared to previous
models. In addition, the integration of the ab initio gene prediction tool AUGUSTUS enables the training of
statistical models on high-confidence genes to further optimize the annotation. This approach of BRAKER3
outperforms both its predecessors and other gene annotation tools in benchmark tests. Evaluation on 11 well-
annotated genomes showed that BRAKER3 achieved an average F1-score that was 20% higher than that of
the compared tools, with the largest advantage observed on large and complex genomes. With its improved
accuracy and ability to handle complex genomes, BRAKER3 enables more comprehensive and meaningful
gene annotations.

Lucie Biesecker, 7518074 & Emre Inciler, 8675150 1
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Summary

1. Research Question Addressed
The study addresses how to improve the accuracy and automation of genome annotation in eukaryotes by
integrating heterogeneous data types, such as RNA-seq and protein evidence. It investigates if combining
various data sources into a single pipeline outperforms existing genome annotation methods.

2. Key Method
BRAKER3 is a fully automated genome annotation pipeline that integrates GeneMark-ETP, AUGUSTUS, and
TSEBRA to improve gene prediction accuracy. GeneMark-ETP assembles RNA-seq transcripts, predicts
protein-coding genes, and selects high-confidence models for training. AUGUSTUS uses this training set for
genome-wide prediction, guided by GeneMark-ETP hints. TSEBRA then scores and filters transcripts based
on support from extrinsic evidence, selecting the most reliable models.

3. Relevant Results
BRAKER3 outperforms BRAKER1, BRAKER2, TSEBRA, GeneMark-ETP, MAKER2, Funannotate, and FINDER
in precision and sensitivity across 11 species, notably in large or GC-heterogeneous genomes. It exceeds
GeneMark-ETP and AUGUSTUS in gene and transcript prediction accuracy but shows limitations with single-
exon genes and low RNA-seq coverage. On unannotated genomes, it achieves high BUSCO completeness,
emphasizing precision over gene count and reducing false positives. Though slower than some tools, it scales
well with increasing genome and protein database sizes.

4. Knowledge Gap
Despite its improved accuracy through integration of RNA-seq and protein evidence, BRAKER3 is limited to
predicting protein-coding genes, discarding non-coding transcripts. Additionally, its reliance on RNA-seq data
prevents its use in protein-only evidence scenarios.

5. Conclusion
BRAKER3 improves eukaryotic genome annotation by combining RNA-seq and protein evidence using GeneMark-
ETP, AUGUSTUS, and TSEBRA. Benchmarking across diverse species demonstrated that BRAKER3 consis-
tently outperforms previous versions and other leading annotation tools in both accuracy and precision.

6. Key Figure
Figure 2 provides the paper’s central claim, that BRAKER3 outperforms other genome annotation tools, by
visualizing accuracy improvements.

Figure 2: Average precision and sensitivity of gene predictions made by BRAKER1, BRAKER2, TSEBRA, GeneMark-
ETP, and BRAKER3 for the genomes of 11 different species (listed in Supplemental Table S1). Inputs were the genomic
sequences, short-read RNA-seq libraries, and protein databases (order excluded).

7. Outlook
Future improvements could include support for non-coding RNA prediction, integration of long-read RNA-seq
data, and enhanced handling of low-expression genes. As genome sequencing scales up globally, BRAKER3’s
automation and accuracy make it well-suited to support projects like the Earth BioGenome Project.

Lucie Biesecker, 7518074 & Emre Inciler, 8675150 2
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Paper Impact

Key Supporting References

1. Authors: First: Tomáš Brůna and Alexandre Lomsadze (contributed equally), Corresponding: Mark
Borodovsky, Last: Mark Borodovsky
Title: GeneMark-ETP significantly improves the accuracy of automatic annotation of large eukaryotic

genomes

Journal: Genome Research, 34: 757-768
Year: 2024
Citations: 63
Relevance to the Paper: GeneMark-ETP is part of the BRAKER3 pipeline.

2. Authors: First: Mario Stanke, Corresponding: Mario Stanke, Last: Burkhard Morgenstern
Title: AUGUSTUS: ab initio prediction of alternative transcripts

Journal: Nucleic Acids Research, 34: W435–W439
Year: 2006
Citations: 2503
Relevance to the Paper: AUGUSTUS is part of the BRAKER3 pipeline.

3. Authors: First: Lars Gabriel, Corresponding: Mario Stanke, Last: Mario Stanke
Title: TSEBRA: transcript selector for BRAKER

Journal: BMC Bioinformatics, 22: 566
Year: 2021
Citations: 239
Relevance to the Paper: TSEBRA is part of the BRAKER3 pipeline.

4. Authors: First: Alexandre Lomsadze, Corresponding: Mark Borodovsky, Last: Mark Borodovsky
Title: Gene identification in novel eukaryotic genomes by self-training algorithm

Journal: Nucleic Acids Research, 33: 6494–6506
Year:
Citations: 2005
Relevance to the Paper: GeneMark.hmm is fundamental to BRAKER3, as it introduced the HMM-based
gene prediction framework that later evolved into GeneMark-ETP.

5. Authors: First: Tomáš Brůna and Katharina J. Hoff (contributed equally), Corresponding: Mark Borodovsky,
Last: Mario Stanke and Mark Borodovsky
Title: BRAKER2: automatic eukaryotic genome annotation with GeneMark-EP+ and AUGUSTUS sup-

ported by a protein database

Journal: NAR genomics and bioinformatics,
Year: 2021
Citations: 1515
Relevance to the Paper: BRAKER2 is the previous version that only uses protein data as extrinsic
evidence.

Citation Analysis

Total Citations: 314
Citations per Year: 104

1. Title: Genome assembly in the telomere-to-telomere era

Journal: Nature Reviews Genetics
5 Year Impact Factor: 52.3
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2. Title: The European Reference Genome Atlas: piloting a decentralised approach to equitable biodiversity

genomics

Journal: Nature Partner Journals Biodiversity
5 Year Impact Factor: not available yet

3. Title: GeneMark-ETP significantly improves the accuracy of automatic annotation of large eukaryotic

genomes

Journal: Genome Research
5 Year Impact Factor: 8.4

4. Title: Adaptation repeatedly uses complex structural genomic variation

Journal: Science
5 Year Impact Factor: 62.3

5. Title: Multiple Horizontal Transfers of Immune Genes Between Distantly Related Teleost Fishes

Journal: Molecular Biology and Evolution
5 Year Impact Factor: 14.5

Corresponding Author: Katharina J. Hoff

1. Title: BRAKER2: automatic eukaryotic genome annotation with GeneMark-EP+ and AUGUSTUS sup-

ported by a protein database

Author Position: First
Journal: NAR genomics and bioinformatics
5 Year Impact Factor: 4.1
Citations: 1515
Reason for Selection: The journal does not have a high impact factor but it is her most cited paper and
she is a first author.

2. Title: Butterfly genome reveals promiscuous exchange of mimicry adaptations among species

Author Position: Middle (as part of the Heliconius Genome Consortium)
Journal: Nature
5 Year Impact Factor: 54,4
Citations: 1257
Reason for Selection: Her second most cited paper and Nature has a high impact factor.

3. Title: Standards recommendations for the Earth BioGenome Project

Author Position: Middle
Journal: Proceedings of the National Academy of Sciences of the United States of America
5 Year Impact Factor: 10.8
Citations: 87
Reason for Selection: The paper establishes key standards to ensure high-quality, consistent genome
data for the global Earth BioGenome Project, which aims to sequence all known eukaryotic species.

4. Title: WebAUGUSTUS—a web service for training AUGUSTUS and predicting genes in eukaryotes

Author Position: First and corresponding
Journal: Nucleic Acids Research
5 Year Impact Factor: 16.1
Citations: 309
Reason for Selection: This was published in a high-impact journal and enables easy browser-based
gene prediction for all users; we also used WebAUGUSTUS in a comparative genomics exercise.

5. Title: Tiberius: end-to-end deep learning with an HMM for gene prediction

Author Position: Middle
Journal: Bioinformatics
5 Year Impact Factor: 7.6
Citations: 4
Reason for Selection: Tiberius is relevant becaus it improves gene prediction by combining deep learn-
ing with HMMs, enhancing accuracy in genome annotation.
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Unicellular eukaryotes inhabit every ecological niche, playing vital roles in global 
ecosystems. 18S ribosomal DNA metabarcoding has revealed huge diversity among 
them, uncovering new taxons with significant potential for biotechnology and 
biomedicine. Prediction of eukaryotic protein-coding genes in metagenomic assemblies 
is often complicated by their exon-intron structure, typically large genome sizes and low 
content in samples. Existing methods usually require taxonomic binning or species-
specific training data, limiting their use to poorly characterized or de novo discovered 
species with very few references. Therefore, there is a need for tools that can predict and 
reconstruct eukaryotic genes without prior knowledge of the organisms present in 
metagenomes. 

Here we introduce MetaEuk, a scalable, reference-based tool for sensitive identification 
and annotation of eukaryotic protein-coding genes in metagenomes. MetaEuk accurately 
recovers complex gene structures within different eukaryotic clades, predicting over 12 
million genes from 1,35 million contigs of Tara Oceans metagenomic datasets. It uses 6-
frame translation, rapid homology searches and exon-chaining to reconstruct gene 
models, achieving over 90% sensitivity in benchmarked genomes, even with low similarity 
to references. This approach outperforms traditional tools, dependent on genome 
binning or closely related training data. 

These results show that MetaEuk enables efficient, large-scale discovery of eukaryotic 
genes from metagenomic data, making it particularly valuable for studying uncultured 
and diverse eukaryotes in natural environments. As environmental sequencing is 
becoming more common, it has a potential for uncovering new protein families, improving 
reference databases and advance functional and evolutionary analyses of eukaryotic 
microbial life. 
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Abstract of the Paper “MetaEuk - sensitive, high-throughput gene discovery and annotation 

for large-scale eukaryotic metagenomics” by Eli Levy Karin, Milot Mirdita and Johannes 

Söding (2020) 

 

Metagenomics analyses all DNA from different microorganisms in a given environmental 

sample. By analysing them, we gain a wide range of knowledge about their function and 

metabolism which provide more biomedical usage. The eucaryotes have been an important 

part in this due to their evolutionary variability and their still undetected functions and gene 

parts. In past, their metabolism have provided many ways for therapy in biological and 

biomedical fields. Their intron-exon structure, increased genome sizes and fewer reference 

genomes makes it difficult to analyse, annotate and predict proteins of such genomes. The 

large amounts of contigs in usual methods leave a sampling sign that makes the analysis 

unclear. 

Here we introduce the MetaEuk algorithm that provides an annotation and gene discovery tool 

for large-scale eukaryotic metagenomics to identify single- and multi-exon protein coding 

genes. By making no assumptions about splicing signals it does not rely on binning steps and 

identifies putative exons within the fragments. It was benchmarked using annotated genomes 

and proteins of different organisms from different parts of the eucaryotic phylogenetic tree to 

ensure it works for distantly related species. 

With this new tool, the eucaryotic metagenomics can be analysed faster, clearer and with 

better results. By matching with referenced databases, it ensures safety and transparency. 

MetaEuk provides a future tool to analyse and explore new protein and gene regions in the 

eucaryotic metagenomics field and opens a wide range of possible hidden secrets of 

knowledge on variability and possibilities for biotechnology and biomedicine. 

 

 

 

 

 

246 words 
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Summary of the Paper “MetaEuk - Sensitive, High-Throughput Gene Discovery and 

Annotation for Large-Scale Eukaryotic Metagenomics” by Eli Levy Karin, Milot 

Mirdita and Johannes Söding 

1. Research questions treated in the paper 

- How can metagenome data from eucaryotes be analysed easily, fast and in a 

secured/referenced way? 

- How can protein-coding gene parts from eucaryotic metagenomic data efficiently 

be annotated? 

- How can the genetic variability of eucaryotic microorganisms be analysed? 

➔ The analysis of eucaryotic organisms in metagenomics was not given yet 

because of difficulties in complex intron-exon-structures and less advanced 

algorithms/technologies 

➔ MetaEuk as a given solution from the authors to solve this problem 

 

2. Relevant methodic attempts 

- MetaEuk algorithm: recognizing protein-coding genes in eucaryotic gene parts 

based on data banks → Reference data banks usage to ensure quality and right 

information 

- Protein parts of Contigs are translated into six reading parts 

- Spliced alignment and dynamic programming: exons being combined into multi-

exon proteins 

- Clustering: more and often called protein gene parts are put into cluster to find 

them easily 

➔ MetaEuk is very fast 

➔ Can be used on different sequences (using MMseqs2) 

 

3. Relevant results 

- Strong benchmarking tool: 90 % sensitivity on nine organisms 

- Less than 0,01% false-positive in test results 

- More than 12 million protein-coding genes were predicted in 8 days on 16 core 

servers 

- MetaEuk finds high diverse protein coding genes that were unknown before 
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4. Conclusion 

MetaEuk is a fast and secure annotation tool that uses data banks as a secure 

reference and is capable in finding new protein-coding genes in eucaryotic 

microorganisms in metagenomics. 

 

5. Key illustration 

 
This illustration is considered to be the key illustration of the paper because it 

emphasizes the key aspects of how the actual MetaEuk algorithm works with all of its 

steps in between, given from the input, through the MMseqs2 search, the dynamic 

programming approach in exon processing, the reduction of redundancy which makes 

the algorithm very effective and useful and the last step of removing the same-strand 

overlaps by excluding the prediction with a higher E-value (Karin et al., 2020). 

 

References: 

Levy Karin, E., Mirdita, M. & Söding, J. MetaEuk—sensitive, high-throughput gene 

discovery, and annotation for large-scale eukaryotic metagenomics. Microbiome 8, 48 

(2020). https://doi.org/10.1186/s40168-020-00808-x 
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Paper impact of paper 5: MetaEuk 

References are not sorted by importance but simply listed in the order they appear in the text. 

Number of citations are given in curly brackets { }. 

1) First reference: 

Escobar-Zepeda A, Vera-Ponce de León A, Sanchez-Flores A. The road to 
metagenomics: from microbiology to DNA sequencing technologies and 
bioinformatics. Front Genet. 2015;6:348. {324} 
This reference gives a huge overview on the bioinformatical analysis of 
microorganisms. It generally describes approaches to research of eukaryotic genomes 
and their challenges, and it confirms the need for the tool. 
 

2) Second reference: 

Steinegger M, Söding J. MMseqs2 enables sensitive protein sequence searching for the 
analysis of massive data sets. Nat Biotechnol. 2017;35:1026-8. {1973} 
MMseqs2 is a very important search tool which is involved in the workflow of 
MetaEuk. It is used to identify putative exons and calculate Smith-Waterman scores for 
sensitivity and reliability evaluation. 
 

3) Third reference: 

Carradec Q, Pelletier E, Da Silva C, Alberti A, Seeleuthner Y, Blanc-Mathieu R, et al. 
A global ocean atlas of eukaryotic genes. Nat Commun. 2018;9:373. {236} 
The authors tested the whole toolkit on Tara Oceans datasets. 
 

4) Fourth reference: 

Bateman A, Martin MJ, O’Donovan C, Magrane M, Alpi E, Antunes R, et al. UniProt: 
the universal protein knowledgebase. Nucleic Acids Res. 2017;45:D158–69. {4370} 
The authors used UniRef90 (protein database) a lot to evaluate MetaEuk’s performance 
on benchmark data, particularly sensitivity with simulated ‘evolutionary distant’ 
relatives in the reference database and annotation of individual exons. 
 

5) Fifth reference: 

Ovchinnikov S, Park H, Varghese N, Huang P-S, Pavlopoulos GA, Kim DE, et al. 
Protein structure determination using metagenome sequence data. Science. 
2017;355:294–8. {383} 
This reference shows perspectives and the potential role of MetaEuk for the future. 
 

 

 

https://pmc.ncbi.nlm.nih.gov/articles/PMC4681832/
https://pmc.ncbi.nlm.nih.gov/articles/PMC4681832/
https://pmc.ncbi.nlm.nih.gov/articles/PMC4681832/
https://pubmed.ncbi.nlm.nih.gov/29035372/
https://pubmed.ncbi.nlm.nih.gov/29035372/
https://pubmed.ncbi.nlm.nih.gov/29371626/
https://pubmed.ncbi.nlm.nih.gov/29371626/
https://academic.oup.com/nar/article/45/D1/D158/2605721?login=false
https://academic.oup.com/nar/article/45/D1/D158/2605721?login=false
https://www.science.org/doi/10.1126/science.aah4043
https://www.science.org/doi/10.1126/science.aah4043
https://www.science.org/doi/10.1126/science.aah4043
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The article “MetaEuk–sensitive, high-throughput gene discovery and annotation for large-scale 
eukaryotic metagenomics” by E. Levy Karin, M. Mirdita and J. Soeding was published in 2020. 
The number of citations is 145. Hence, the number of citations per year are ~24,4 (including 
2020 and 2025). 

 

Five most influential paper that cite this paper: 

From Google Scholar, sorted by number of citations: 

1) Mirdita, M., Schütze, K., Moriwaki, Y., Heo, L., Ovchinnikov, S., & Steinegger, M. 
(2022). ColabFold: making protein folding accessible to all. Nature methods, 19(6), 
679-682. 
 

2) Manni, M., Berkeley, M. R., Seppey, M., Simão, F. A., & Zdobnov, E. M. (2021). 
BUSCO update: novel and streamlined workflows along with broader and deeper 
phylogenetic coverage for scoring of eukaryotic, prokaryotic, and viral 
genomes. Molecular biology and evolution, 38(10), 4647-4654. 
 

3) Manni, M., Berkeley, M. R., Seppey, M., & Zdobnov, E. M. (2021). BUSCO: assessing 
genomic data quality and beyond. Current Protocols, 1(12), e323. 
 

4) Li, H. (2023). Protein-to-genome alignment with miniprot. Bioinformatics, 39(1), 
btad014. 
 

5) Delmont, T. O., Gaia, M., Hinsinger, D. D., Frémont, P., Vanni, C., Fernandez-Guerra, 
A., ... & Pelletier, E. (2022). Functional repertoire convergence of distantly related 
eukaryotic plankton lineages abundant in the sunlit ocean. Cell Genomics, 2(5). 
 
 

Resource from Google Scholar, URL: 
https://scholar.google.com/scholar?start=0&hl=de&as_sdt=2005&sciodt=0,5&cites=1420765
9728442917523&scipsc=. Accessed 06-29-2025. 
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Corresponding author – Eli Levy Karin 

Most important publications: 

1) MetaEuk–sensitive, high-throughput gene discovery and annotation for large-
scale eukaryotic metagenomics, by E Levy Karin, M Mirdita, J Soeding. 
Microbiome. (2020). 
Citations: 245. Position of author in author’s list: 1 (first author). 
 

2) Fast and sensitive taxonomic assignment to metagenomic contigs. M Mirdita, M 
Steinegger, F Breitwieser, J Söding, E Levy Karin. (2021). Bioinformatics 37 (18), 
3029-3031. 
Citations: 219. Position of author in author’s list: 5 (last author). 
 

3) SpacePHARER: sensitive identification of phages from CRISPR spacers in 
prokaryotic hosts. 
R Zhang, M Mirdita, E Levy Karin, C Norroy, C Galiez, J Söding. (2021). 
Bioinformatics 37 (19), 3364-3366. 
Citations: 85. Position of author in author’s list: 3. 
 

4) Easy and accurate protein structure prediction using ColabFold. 
G Kim, S Lee, E Levy Karin, H Kim, Y Moriwaki, S Ovchinnikov and more (2024). 
Nature Protocols, 1-23 
Citations: 53. Position of author in author’s list: 3. 
 

5) An integrated model of phenotypic trait changes and site-specific sequence 
evolution. 
E Levy Karin, S Wicke, T Pupko, I Mayrose. (2017). 
Systematic biology. 
Citations: 39. Position of author in author’s list: 1 (first author). 

The references are sorted by the number of citations and represent the impact factor sorted by 
Google scholar. 

Reference: 

Google Scholar site of the author. URL: 
https://scholar.google.com/citations?user=DBhNkjQAAAAJ&hl=de&oi=ao. Accessed 06-08-
2025. 

https://scholar.google.com/citations?user=DBhNkjQAAAAJ&hl=de&oi=ao


A long-read RNA-seq approach to 
identify novel transcripts of very 

large genes 
Prech Uapinyoying, Jeremy Geckos, Susan M. Knoblach, et 

al. 
Genome Research, 30(6), 885-897 (2020) 

Tao Le 
and 

Jörn Fischer 



Abstract by Tao Le: 

Alternative splicing allows individual genes to generate multiple mRNAs. Many of these mRNAs encode 
functionally distinct protein isoforms, thereby bridging the gap between genome and proteome. Short-read 
sequencing struggles with alternative splicing analysis because individual reads typically cover no more 
than two exon junctions. This limits the ability to resolve full exon compositions and their phasing within 
transcripts. Long-read sequencing addresses this by capturing entire transcripts, but it lacks the precision 
needed for accurate quantification, making it less suitable for differential expression analysis. Here we show 
that combining PacBio long-read isoform sequencing with a novel analysis approach enables comparison of 
alternative splicing in large, repetitive structural genes in muscle. We found that Nrap isoforms excluding 
exon 12, previously considered cardiac-specific, are also expressed in skeletal muscle, and a rare isoform 
lacking both exons 2 and 12 is present in cardiac and soleus muscle. In Nebulin, we identified a novel exon 
(u-002), mutually exclusive splicing of exons 127 and 128, and several unannotated phased isoforms 
showing fiber-type–specific patterns. In Titin, we discovered exon 191 as a likely unannotated cassette exon 
present in all skeletal but only a subset of cardiac transcripts. Our quantitative analysis with full-length reads 
enabled isoform-level comparisons across tissues, demonstrating how long-read sequencing reveals 
complex, tissue-specific splicing and uncovers unannotated isoforms. Improved transcript identification and 
quantification from our approach removes prior barriers to quantitative differential expression of ultralong 
transcripts. Unannotated exons and splicing patterns may directly impact clinical sequencing and 
interpretation of muscle disease variants. 

Abstract by Jörn Fischer: 

Alternative Splicing in eukaryotes is the ability to express different versions of the same gene to adapt to 
different circumstances. Albeit short reads have a high quality, they lack the ability to cover multiple splice 
junctions. This limitation makes it hard to discover rare isoforms. On the other hand, long reads exceed in 
this filed but have lower quality and coverage leading to limited usability for differential expressions 
analysis. Here we show a novel analysis pipeline using long reads generated by PacBios Hifi Iso-Seq 
technology to not only discover new isoforms but to open the door for differential expression analysis using 
long reads. As an example, we are able to find a Nrap isoform, previously thought to only be expressed in 
cardiac tissue, to be present in all muscle tissue types. Additionally, we have a high enough coverage to 
compute meaningful PSI values for all tissue types. This information enables us to identify the isoforms 
using Sanger  sequencing. Our results demonstrate how long read sequencing can provide not only 
information of novel splice events but also correct older believes based on insufficient data. The increasing 
accessibility of high quality long read data gives us more and more opportunity not only make new 
discoveries of splicing events but also to challenge our knowledge thus far. Thereby, we are not limited to 
the identification of splice events, but can perform quantitative analysis for a wast number of splicing 
events. 



Introduction 

For studying alternative splicing, short reads technology leads to limitations due to its inability to span more 
than two exon junctions per read. This makes it difficult to accurately determine the composition and 
phasing of exons within transcripts. Although long-read sequencing improves this issue, it is not amenable 
to precise quantitation, which limits its utility for differential expression studies. The goal of this study is to 
use PacBios long-read isoform sequencing combined with a novel analysis approach to compare alternative 
splicing of large, repetitive structural genes in muscles. 

Methodes 

This study uses mRNA from cardiac, soleus and EDL maus muscle tissue, subjected to long read-read 
sequencing using PacBio Iso-Seq method and HiFi protocol (max 10kb) to produce consensus reads with an 
error rate of less then 0.12%. GENCODE (release M10) of mouse is used as reference for the alignment. 
The short-read data for the comparison are produced by Singh et al. 2018. For analyzing of the read data, 
two pipelines were developed, exCOVator, used to identify unannotated exons and differential exon usage 
and exPhaser to quantify and annotate splicing patterns of larger transcript structures for given exons. 
Filtering of the data with cutoffs of 30 times consensus read coverage and 20% difference in PSI as well as 
further manual inspection leads to 285 unannotated exons/exonic parts with alternative splicing. The results 
are confirmed with endpoint PCR and Sanger sequencing. 

Results 

A finding of the present of nrap (5kb) isoforms excluding exon 12, previously believed to only exist in 
cardiac muscles (Lu et a. 2008), in skeletal muscles of mouse. On the other hand, the exclusive expression 
of the isoform excluding exon 12 in cardiac muscles is verified. Additionally, a rare transcript excluding 
exon 2 in addition to exon 12 is present in cardiac and soleus muscles. 

In the Z-disk region of nebulin (22kb), a novel exon (u-002) was identified, and most exons were skipped in 
fast-twitch EDL but retained in slow-twitch soleus, correlating with known Z-disk width differences. The 
study also detected mutually exclusive splicing of exons 127 and 128, located at the super repeat–Z-disk 
boundary. Using exPhaser, multiple novel phased isoforms in those regions were also discovered, none of 
which matched existing annotations in RefSeq or GENCODE (release M10). 

For titin (106kb), they compared two titin isoforms N2-A (skeletal) versus N2-B (cardiac) between three 
muscles. Cardiac muscle transcripts were missing exons 47 and 167, but included exons 45∗, 46, 168, and 
169 aligning with titin isoform N2-B. Exon 191 is retained in all skeletal muscle but spliced out in 68% of 
cardiac transcripts. Exon 312 is 100% included in cardiac but EDL and soleus muscles splice out exon 312 
in 25% and 1.2%. Exon 45‡ (Alternative 3’ exon) is expressed more in skeletal muscle (13.9% in EDL, 
35.5% in soleus) than in cardiac tissue (3.6%). Exon 11 is exclusive to cardiac muscle, while exons 12 and 
13 are co-included in soleus but nearly absent in EDL, suggesting these domains may contribute to Z-disk 
specialization in slow and cardiac fibers. 

Conclusion 

While Iso-Seq is traditionally used for transcript isoform discovery rather than quantification, this study 
demonstrates that full-length reads from consensus sequences, combined with custom analysis and internal 
priming, enables reliable relative quantification and resolves complex splicing in ultralong transcripts. 
Limitations include sensitivity to internal oligo(dT) priming—which not all genes support—and the inability 
to equate isoform proportions with RNA abundance. 

Graphical Abstract 

This figure shows the differential usage of nrap exon 12 between cardiac, soleus and EDL, (A) coverage of 
the splice junctions (B) the expression of exon 12 in the different tissues (C) Agarose gel showing RT-PCR 
of exon 12 over two replicates (D) Sanger sequencing of the replicates from C. 

This figure represents the steps from quality checks over the finding of new information to their verification. 

Lu et al. 2008. Expression and alternative splicing of NRAP during mouse skeletal muscle development. Cell Motil Cytoskeleton 65: 945–954. doi:10.1002/cm.20317 

Singh et al. 2018. Rbfox-splicing factors maintain skeletal muscle mass by regulating Calpain3 and proteostasis. Cell Rep 24: 197–208. doi:10.1016/j.celrep.2018.06.017 



input exons. As exPhaser input, cassette exons were selected that
defined the isoform according to known annotations and
exCOVator output (e.g., novel and differentially used exons).

Phasing of full-length Nrap transcripts
Most Nrap reads span whole transcripts; therefore, we phased all
known cassette exons: 2, 12, 17, and 37–40 (NM_008733) (Fig.
6A). We found nearly all (97.5%)Nrap transcripts expressed in car-
diac tissue excludes exon 12 (ENSMUST00000040711; 541/555
FL reads). The soleus also primarily (85.6%) expressed the exon
12 excluding transcript, but to a lesser extent (ENSMUST
00000040711; 2177/2544 FL reads). In contrast, the primary tran-
script (66.5%) expressed in EDL muscle includes all exons
(ENSMUST00000073536; 557/837 FL reads). These data closely re-
flect the results of the exCOVator analysis (Fig. 3). However, we
were able to identify a rare transcript that excludes both exon 2
and 12 (ENSMUST00000095947) exclusively expressed in cardiac
(2.5%; 14/555 FL reads) and soleus muscles (1.0%; 26/2544 FL
reads).

Phasing nebulin exons in the Z-disk and 3′ end of the super repeat
region
The exCOVator analysis suggested that differential splicing of neb-
ulin in EDL and soleus only occurred in the 3′ half of the transcript.
This includes 14 exons between 122 and 152 of NM_010889 that
code for nebulin peptides foundwithin the Z-disk and 3′ end of the
super repeat region (Figs. 2, 6C). This includes twomutually exclu-
sive exons between 122 and 124, and 12 cassette exons between
137 and 152. After phasing the 14 differentially spliced exons
and additional flanking exons, we did not find any of the tran-
script structures in the RefSeq or GENCODE databases. This was
because most reads contained exons from other annotated tran-
scripts or the unannotated exon. Corroborating our exon-based
analysis, the transcripts expressed in the EDL have more exons
spliced out between exons 137 and 152 (Fig. 4A). This includes dif-
ferential splicing of exons 138, 140, 143, 146, 147, 143∗∗∗ (of
ENSMUST00000075301), u-002, 3∗ (of ENSMUST00000137410),
148, 150, and 151. Only 9% (14/155 FL reads) of EDL reads retain
all exons between 137 and 152. In contrast, the soleus retained all
of the listed exons in 89.6% (733/817 FL reads) of transcripts. It is

BA

C

D

Figure 3. Differential usage of Nrap exon 12 (exonic part 038). (A) Nrap exon coverage graph (cropped) produced by exCOVator. (Bottom) Stacked bar
graph showing total full-length (FL) read coverage of all exonic parts (EP) for the gene. (Top) Line graph displaying the ratio of [FL reads matching the EP/
total FL reads] that overlap the EP coordinates. (B) Sashimi plot from the Integrative Genomics Viewer (IGV) displaying differential splicing of exon 12. The
plot displays consensus reads from the BAM file (not FL reads). Minimum splice junction coverage= 5. (C) Agarose gel showing RT-PCR products pertaining
to exon 12 from soleus, EDL, and heart. Primers target exons 9–14 (549 bp includes and 444 bp excludes exon 12). (D) Sanger sequencing of products
excised from the gel in C. The top half shows sequences aligned using the IGV BLAT tool. Cardiac band 1 and EDL and soleus band 2 are missing exon 12.
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Abstract 1 
 
During the last few years, techniques like iCLIP and eCLIP make it possible to study 
protein–RNA interactions with high resolution. We use specific patterns in the 
sequencing data, like truncation events, to find where proteins bind to RNA. 
However, many existing tools don’t fully take into account effects like background 
noise or how often a transcript is present. This can make the results less reliable or 
lead to too many false positives. A main challenge is that, even with these high-
resolution methods, it is still difficult to clearly identify the real binding sites of RNA-
binding proteins, especially in noisy or biased data. Here we show PureCLIP, a 
program based on Hidden Markov Models that tries to improve the detection of 
crosslink sites by combining different types of signals in the data. Compared to other 
tools like CITS, CLIPper, or Piranha, PureCLIP seems to do better in many cases. In 
the paper, it’s shown that PureCLIP finds binding sites more precisely, is more 
reproducible between experiments, and works even when the protein doesn’t bind 
very strongly. Because of that, PureCLIP could be a useful method for future studies 
that want to look at RNA-binding proteins across the whole transcriptome. It can also 
be adapted to work with other similar kinds of data. In general, it might help to study 
such as long non-coding RNAs or weak interactions that are harder to detect. This 
could give new insights into how RNA and proteins work together inside cells. 
 

 

Abstract 2 

RNA-binding proteins (RBPs) are central to gene regulation, influencing various cellular 
processes. Understanding where RBPs bind to RNA is crucial for deciphering the 
complexities of post-transcriptional control. CLIP-seq methods are used to map these 
protein-RNA interactions at high resolution. However, existing methods don't fully 
account for biases and truncation paKerns specific to iCLIP and eCLIP data, potentially 
leading to inaccurate identification of binding sites. This poses a challenge for 
researchers aiming to precisely define RBP binding landscapes. This study addresses 
this challenge by developing a computational method that improved the accuracy of 
CLIP-seq analysis. Here we show that PureCLIP, a hidden Markov model-based 
approach, simultaneously addresses peak-calling and individual crosslink site 
detection with increased accuracy. Unlike previous methods, PureCLIP explicitly 
models non-specific background signals and sequence biases, significantly reducing 
false positives and improving the precision of crosslink site identification. This advance 
offers a more reliable means of exploring protein-RNA interaction networks. Accurate 
identification of RBP binding sites is fundamental to understanding gene regulatory 
networks and will likely advance our knowledge of many biological processes. The 
algorithm and model presented can be used in other genomic applications. 
  



Zusammenfassung 
The study introduces PureCLIP, a computational framework developed to accurately 
detect protein–RNA interaction sites with single-nucleotide resolution from iCLIP and 
eCLIP datasets. These high-throughput techniques capture truncation events at 
protein–RNA crosslink sites, but previous analysis tools often failed to fully account for 
protocol-specific biases and truncation patterns. 
 
At its core, PureCLIP leverages a non-homogeneous Hidden Markov Model (HMM) that 
integrates two essential signals: the density of pulled-down RNA fragments (derived 
from smoothed read start counts) and the read start positions themselves, which mark 
truncation events. The model classifies each nucleotide position into one of four hidden 
states (combinations of enriched/non-enriched and crosslink/non-crosslink) and 
identifies sites most likely to represent specific protein–RNA interactions. 
 
A significant advancement of PureCLIP lies in its ability to correct for major sources of 
bias: 
• Background noise from non-specific crosslinking, 
• Transcript abundance (using input control experiments), 
• Crosslinking sequence preferences, modeled through data-driven identification of 
CL (crosslink-associated) motifs. 
 
These biases are incorporated into the HMM via generalized linear models, allowing for 
flexible and precise modeling. 
 
The tool was benchmarked extensively against existing methods such as CITS, Piranha, 
and CLIPper. On both simulated datasets and real-world iCLIP/eCLIP datasets (e.g., for 
PUM2, RBFOX2, and U2AF2), PureCLIP consistently outperformed alternatives in terms 
of: 
• Precision in identifying bona fide binding sites, 
• Reproducibility across experimental replicates (showing up to 20% improvement), 
• Robustness to parameter changes like bandwidth in kernel density estimation. 
 
Moreover, the integration of input signals and CL motif data significantly improved the 
precision of binding site detection, especially for low-abundance RNAs or RBPs with 
weak binding affinity. 
 
PureCLIP is implemented as a command-line tool and is openly available to the 
research community. It is also adaptable to future extensions, including other CLIP-seq 
variants (e.g., irCLIP, miCLIP) and additional diagnostic event types beyond truncations. 
 
In conclusion, PureCLIP offers a robust, accurate, and bias-aware approach for high-
resolution analysis of protein–RNA interactions, making it a valuable tool for 
transcriptome-wide studies of RNA-binding proteins. 
  



 
Figure 1 is the key illustration as it summarizes the core methodology of PureCLIP. It 
shows how read-start counts and fragment density are integrated in a Hidden Markov 
Model to detect protein–RNA crosslink sites, while also incorporating input controls and 
sequence motif biases to reduce false positives. This figure visualizes the 
comprehensive design of the approach. 
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More cost-effective genome sequencing technologies are leading to a rapid increase in 
available genomic data, which poses new challenges for alignment tools in terms of their 
performance and accuracy. What is needed now are tools for precise alignment in large and 
complex datasets. 
However, current alignment tools often perform poorly with increasing numbers of genomes 
and often experience reference bias. In addition, they lack the ability to represent multiple 
orthologous regions correctly, especially in regions with duplications or rearrangements.  
This raises the question of how multiple-genome alignments can be efficiently and accurately 
performed for tens to thounsands of large vertebrate genones.   
Considering this, Progressive Cactus was developed.  
It is a scalable, reference-free whole-genome aligner designed to meet the demands of large-
scale comparative genomics. It uses a progressive alignment strategy, breaking down the 
problem into smaller sub-alignments using phylogenetic guide trees. These sub-alignments 
are then combined step by step, while reconstructed ancestral genomes serve as bridges 
between related species, allowing for a better representation of evolutionary history.  
Advantages over previous aligner tools include higher accuracy in benchmark tests (e.g. 
Alignathon) and good tolerance to poor assemblies. It is suitable for large-scale comparative 
studies and supports downstream applications such as gene annotation or variant discovery. 
It is also suitable for pangenomics and population comparisons. 
In the era of high-throughput genomics, the ability to align many genomes precisely and without 
reference bias is key to understanding genome evolution, function, and diversity.  
Furthermore, opens progressive Cactus new perspectives for future studies such as 
pangenome construction or population-scale genome comparison. 
 

 



Saaruky Chanthirakanthan 

Abstract: Progressive Cactus – improved and better - a multiple-genome 
aligner for the thousand-genome era  

Multiple-genome Alignment is a necessary method to find to find di:erences and 
similarities within DNA sequences. It is an essential tool to identify structural variations. 
The number of genome assemblies is growing more and more. Therefore, there is still the 
need to improve multiple-genome alignments to make it more e:icient and accurately, 
because of the large amount of available data. Here we present progressive Catus, an 
improved version of the Cactus aligner, which enables a reference free multiple genome 
alignment with high accuracy, in context of vertebrate genomes. Existing aligners created 
reference bias or can not scale beyond a limited number of genomes because of 
computational constrains. Progressive Cactus overcomes these problems, using a 
progressive alignment strategy with ancestorial reconstruction with a linear runtime 
scale. This strategy improves the alignment accuracy and flexibility significant. This way, 
Progressive Cactus enables a new era of comparative genomics. It lets researchers 
analyze genome evolution and variation across whole clades. This study provides a 
foundation for better comparisons of vertebrate genomes and other species, which 
highlights its flexibility. 



Progressive Cactus is a multiple-genome aligner for the 
thousand-genome era  
Research Questions: 
- How can multiple-genome alignments be performed e:iciently and accurately for 

hundreds to thousands of large vertebrate genomes? 
 
Relevant Methodological Approaches: 
- Introduction of Progressive Cactus, an improved version of the Cactus aligner that 

implements a progressive alignment strategy. 
- Use of a guide tree to recursively split a large alignment problem into smaller 

subproblems. 
- Construction of ancestral genome reconstructions at internal nodes of the tree is required 

for the purpose of combining sub-alignments. 
- Utilization of tools such as LASTZ for sensitive pairwise alignment and Toil for distributed 

computing across clusters or cloud. 
- Enable incremental addition and/or removal of genomes without full re-alignment, via HAL 

toolkit. 
 
Relevant Results: 
- Progressive Cactus enables linear runtime scaling with increasing genome numbers, 

outperforming previous implementations with quadradic scaling.  
- Demonstrated the largest known alignment of over 600 vertebrate genomes, confirming 

feasibility and accuracy at scale.  
- Achieved top alignment accuracy of benchmark datasets, with F1 scores of 0.0989 

(primates) and 0.795 (mammals).  
- Maintained high coverage across evolutionary distances, e.g. 86% of human coding bases 

retained in ancestral mammal reconstructions.  
- Robust to variations in guide tree structure and genome assembly quality, minimizing 

alignment bias. 
- Enabled detection of evolutionary events (e.g. indels, rearrangements) and reconstruction 

of ancestral genome states.  
 
Conclusion: 
- Progressive Cactus addresses the core research challenge by enabling reference-free, 

scalable, and high-fidelity alignment of large genome sets.  
- The approach supports future large-scale comparative genomics and pangenome studies 

by making genome-wide evolutionary analysis computationally tractable.  
- Its flexibility in alignment updates (adding/ removing genomes) is particularly valuable in 

the rapidly evolving landscape of genomic data.  
 
Key Figure: Figure 1: The alignment process within Progressive Cactus 
- Explains how scalability and reference-free alignments are achieved 
- Fundamental concept of the method: progressive decomposition with ancestral 

reconstruction 
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Written by Phillip Berger

Biological  sequence  databases  are  growing  immensely  every  year.  Finding  contamination,  i.e.  
falsely  labeled  data,  is  difficult,  because  of  the  problem size.  Solving this  problem can help 
alleviate  downstream  analysis  issues.  Databases  like  GenBank  from  NCBI  do  have 
contamination filters.  But exactly how much contamination is still present in big sequence 
databases  like  RefSeq,  GenBank,  and  NR  protein  is  not  known.  Here  we  describe 
Conterminator, an efficient method of detecting contamination in sequence databases. The 
analysis using Conterminator shows that the contaminated sequences of RefSeq, GenBank, 
and NR protein amount to 2,161,746, 114,035, and 14,148 respectively and that the search can 
be done efficiently. The results show the possibility of searching for contamination even in big 
databases.  The  preliminary  filters  of  the  databases  is  not  enough  to  filter  out  all 
contamination.  The  contamination  found here  is  probably  not  all  contamination  in  these 
databases. New contamination is added every day.  In the future methods like the one shown 
here could be used to regularly check sequence databases for contamination to increase the 
quality of data. The increasing size of sequence databases is not an insurmountable problem.



Public sequence repositories have grown rapidly, but the extent of mislabeled or 

contaminant sequences remains largely unknown. Existing quality controls like VecScreen 

and BLAST against known vectors can detect common synthetic contaminants, but they do 

not manage to find cross-kingdom mislabeling. Without modern approaches, contaminated 

sequence entries can remain undetected, potentially misleading future analyses in genomic 

research. In this paper, we aim to find out how much are the nucleotide and protein 

sequence databases contaminated by incorrect sequence labeling. Here we show that, in the 

sequence databases GenBank and RefSeq we detected over 2.16 million and 114000 

contaminated nucleotide entries. The strongest source for contamination we found out to be 

human nucleotide sequences.  Also we found  14148 protein contaminants in NR. This 

result shows that new methods for detecting cross kingdom contamination in nucleotide and

protein databases are needed. Additionally the findings show a fundamental challenge in 

modern biology, as vast amounts of data are generated, ensuring its accuracy becomes a 

critical challenge. Contamination in sequences can not only affect genomic studies but can 

also mislead research in other fields like medicine, ecology and biotechnology. Therefore 

cooperation between different fields is needed to develop and implement robust strategies 

and standards for contamination detection, to safeguard the validity of scientific research. 



Summary by Phillip Berger and Timothy Voß

The  paper  Terminating  contamination:  large-scale  search  identi�es  more  then 

2,000,000 contaminated entries in GenBank, from Martin Steinegger and Steven L. 

Salzberg  is  about  the  contamination  of  public  sequence  databanks  with  wrongly 

labled sequences. Despite the explosive growth of public sequence repositories, e.g. 

GenBank doubling roughly every 18 months, the extent to which these resources are 

compromised by mislabeled sequences remains poorly quanti�ed. Existing quality 

controls (e.g., VecScreen, BLAST against known vectors) are used to remove common 

synthetic or well known contaminants . This raises the central question: How much 

are  the  nucleotide  and  protein  sequence  databases  contaminated  by  incorrect 

sequence labeling? 

To  address  this,  the  authors  developed  Conterminator,  a  two-stage  pipeline 

combining rapid pre�ltering and exhaustive alignment.  First,  Linclust-based k-mer 

clustering and ungapped alignments quickly highlight candidate fragments ( 100 nt≥  

at 90 % identity) that may originate from a di6erent kingdom. Second, MMseqs2≥  

performs  sensitive,  full  alignments  of  these  candidates  against  a  reference  set 

spanning multiple kingdoms. To avoid con7ating genuine horizontal gene transfer 

with contamination, only short contigs (<20 kb) mapping to long reference contigs 

(>20  kb)  trigger  contamination  7ags.  This  design  achieves  near-linear  runtime, 

processing over 3 TB of GenBank entries in 12 days on a 32-core server. 

Applying  Conterminator  to  GenBank  and  RefSeq  identi�ed  the  following 

contamination:  2.16  million  nucleotide  entries  (0.54  %)  in  GenBank  and  114  000 

entries (0.34 %) in RefSeq,  along with 14 148 proteins in the non-redundant (NR) 

database.  Even  high-quality  assemblies,  including  the  human  and  C.  elegans 

reference genomes,  contained bacterial  inserts,  such as an 18 kb  Acidithiobacillus  

thiooxidans fragment in an alternative human sca6old of chromosome 10 and a 4 kb 

E. Coli segment in C. elegans. 

Conterminator demonstrates that a non-negligible fraction of nucleotide and protein

entries in major public databases are mislabeled. By combining speed with sensitivity 

and  guarding  against  misclassifying  true  horizontal  gene  transfers,  it  provides  a 

practical framework for systematic quality control. The �ndings not only quantify the 

problem  but  also  show  that  even  7agship  reference  genomes  may  harbor 

undocumented contaminants. Using Conterminator regular re-screening of growing 

databases can 7ag new intrusions. Ultimately, automated reporting and removal of 

suspect  fragments  can  ensure  that  public  sequence  repositories  remain  reliable 

foundations for genomics research.

a How contamination occurs and b how Conterminator 

detects it.
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Summary of the article Clustering predicted structures at the scale of the 
known protein universe 

 
The aim of this scientific work was to develop a computational approach to compare and align more 
than 214 million predicted protein structures from AlphaFold‘s Protein Structure Database (AFDB) by 
their structure and group similar proteins into clusters to get better insights into proteins evolution 
and function at an improved speed. 
 
At the core of all methods the structural clustering algortihm using Foldseek has been applied.  
By appliying this method, structural information of proteins will be translated into Foldseeks internal 
sequence called 3Di, which describes the structure by its own alphabet. These 3Di sequences will 
then be used in alignments for detection of protein stucture similarities resulting in clusters.  
In the course of this, Foldseek makes use of the existing clustering algorithms MMseqs2 and Linclust. 
The following figure illustrates the five steps of the structural clustering algortihm in more detail:  
 

 
 

As result of the Foldseek processing non-singleton clusters (with at least two structures) ended up in 
a number of ~2,3 million clusters, the remaining singleton clusters were about ~13 million. The top 3 
most often predicted molecular functions are related to “transporter activity“ in clusters lacking 
annotations.  
From taxonomic point of view the mapping of cluster-members in the tree of life provided 
information with following distribution: Cellular organism (23%), bacterial (16.1%), Eukaryota (13.5%) 
and Archaea (0.5%). Human-related cluster analysis did not provide any indication of the emergence 
of new human-specific structural clusters. One more important finding is that human immunity 
related proteins are present in clusters which have representatives in bacterial species (e.g. the CD4 
like protein B4E1T0 and bacterial protein A0A1F4ZDN5). Two domain families with structural 
similarity to gasdermin domain could be identified. 
 
Limiting factors will be mentioned regarding domain prediction as only representatives of FoldSeek 
clusters have been taken into account. It is pointed out that multiple observations on protein regions 
and larger set of structures will be required for that. Stuctural clustering in general can be inaccurate 
due to (1) 90% alignment overlap requirement, (2) strict E-value theshold of 0.01 and (3) 
incompleteness of current AFDB. 
 



As an outlook the authors see great potential that AFDB can help identifying remote homology due to 
the fact that protein structures have longer conservation periods compared to protein sequences. 
In future it is also to be expected that further findings will be detected from the cluster analysis as 
observed in the example of the CD4 like protein and its functional acquistion from bacterial protein. 
 

 

Abstract of the article Clustering predicted structures at the scale of the 
known protein universe 

 
Proteins are essential for life and in order to better understand cell processes, it is important to have 
knowledge of proteins structures as this can provide important insights into their function and 
evolution.  
In the past decades thousands of protein strcutures have been experimentally determined by 
biologists. Since the introduction of AlphaFold in 2021 it is possible to computationally predict highly 
accurate three-dimensional protein structures from protein sequences. The AlphaFold database 
contains nowadays over 214 million predicted protein structures. 
In turn the research and analysis of such a big number of protein structures requires a comprehensive 
and efficient method. 
For the purpose of this we developed a structural clustering algorithm named FoldSeek which can 
compare hundred millions of protein structures at once and group them into clusters based on their 
similarity at an improved speed. 
We identified ~2,3 million clusters consisting of non-singleton structures of which 31% have no 
similarity to previously known structures. Distribution after mapping of cluster-members in the tree 
of life: Cellular organism (23%), bacterial (16.1%), Eukaryota (13.5%) and Archaea (0.5%). 
“Transporter activity“ detected as the most widespread protein function in clusters without 
annotations. Human immunity-related proteins with structural similarty in bacterial proteins have 
been found. 
Assuming that the number of records in publicly accessible protein strcuture databases is constantly 
increasing a highly scalable structure-based clustering algorithm is needed to be able to explore 
billions of structures in future. 
Clustering of known and unknown protein structures may help scientists studying proteins function 
and evolution more precisely and can pave the way for the development of new drugs. 
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Accurate proteome-wide missense variant effect prediction with AlphaMissense 

Jun Cheng, Guido Novati, Joshua Pan, Clare Bycroft, et al. 

Science, 2023, Vol. 381, Issue 6664, 11 pages 

Yakun Li & Fatih Sahin 

1. Abstracts 

a) A key challenge is identifying the functional impact of the large number of missense 
variants found in human genome sequencing. Most of these variants are still clinically 
unclassified. This complicates rare disease diagnostics and limits progress in 
personalized medicine. To show this, the study introduces AlphaMissense, a machine 
learning tool based on AlphaFold, finetuned using human and primate variant 
population frequencies. The model predicts pathogenicity for all possible single amino 
acid substitutions across the human proteome. AlphaMissense integrates structural 
context and evolutionary conservation to assign a pathogenicity score for each variant. 
Here we show that it performs well on diverse genetic and experimental benchmarks 
like ClinVar and MAVE datasets, This indicates strong generalization and helps reduce 
bias from known variant databases. A notable finding is that the average pathogenicity 
score per gene correlates with gene essentiality, particularly benefiting short essential 
genes. The study fills an important knowledge gap in variant interpretation, especially 
for regions which are hard to classify. Most of the possible human missense variants 
are categorized as benign (57%) or likely pathogenic (32%), based on thresholds set for 
90% accuracy using the ClinVar dataset. This accessible resource is anticipated to 
accelerate research in molecular biology and human genetics, support clinicians in 
disease diagnosis, and offer valuable insights into complex human traits.  

b) Missense variants change single amino acids in proteins. Many cause genetic 
diseases. Over 4 million human missense variants exist, but 98% lack clinical 
classification (VUS). Current tools like PolyPhen-2 rely heavily on limited data. This 
gap delays rare disease diagnosis and therapy development. Here we introduce 
AlphaMissense, a new prediction model. We show this model classifies 89% of 71 
million variants across 19,233 human proteins as pathogenic or benign with 90% 
precision. It outperforms tools like EVE by 3.2% (AUC-ROC 0.940 vs. 0.911). Our 
method combines protein evolution patterns and human population data, avoiding 
biased clinical annotations. It works well even for challenging proteins like 
transmembrane domains. These results resolve key limits in VUS interpretation. All 
predictions are freely available online. They provide immediate help for diagnosing rare 
diseases. This framework also offers new tools for developing precision treatments. 



2. Summary 

Missense variants alter a single amino acid in proteins and play a critical role in genetic 
diseases. Over 4 million such variants exist in humans, yet 98% lack clear clinical 
classification (often termed “variants of unknown significance” or VUS), hindering rare 
disease diagnosis. AlphaMissense aims to resolve this by combining evolutionary 
patterns and population data in a two-step machine learning approach. First, it uses 
AlphaFold-based structural pretraining to analyze evolutionary relationships in protein 
sequences. Second, it refines predictions using human and primate population 
frequencies, assuming common variants are benign, and rare ones are disease-linked. 
Unlike traditional tools that predict structural changes, AlphaMissense assigns a simple 
pathogenicity score, since harmful variants often occur in stable protein regions. It also 
filters out benign variants to remove noise during training. The model provides 
predictions for ~71 million missense variants across 19,233 human proteins, achieving 
about 90% precision. It outperforms top methods like EVE and REVEL (AUC-ROC 
0.94 vs 0.91), with especially strong performance in challenging regions like 
transmembrane domains. Predictions are publicly available through the Ensembl 
Variant Effect Predictor, offering a practical tool to improve rare disease diagnosis and 
precision medicine.  

 

AlphaMissense workflow overview. The model processes a missense variant using 

structural context, protein language modeling, and population data, outputting a pathogenicity 

score that classifies each variant as likely benign, likely pathogenic, or uncertain. 



AlphaMissense was evaluated on multiple independent datasets and demonstrated 
robust results consistently. The study underscores how the predictions correspond to 
biologically meaningful patterns and clinically significant distinctions. In order to 
ensure that its predictions were clinically interpretable, a threshold was defined 
corresponding to 90% precision. Based on this, AlphaMissense classified 57% of 
variants as likely benign, 32% as likely pathogenic and 11% as uncertain. The 
predictions aligned with ACMG clinical classification guidelines. Over 90% of the 
variants marked as likely pathogenic by AlphaMissense were in line with existing 
clinical interpretations.  

This supports the model’s practical usefulness, especially when dealing with variants 
of uncertain significance. One of the key contributions of the study is the scale of the 
resource. Unlike previous tools that only cover a limited subset of variants, 
AlphaMissense provides predictions for over 71 million missense variants across the 
human proteome. This makes it a valuable tool not just for variant prioritization in 
diagnostics, but also for identifying new disease-associated genes and guiding further 
research in clinical genomics. 
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